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Abstract-One difficult problem in information retrieval (IR) is the proper interpreta- 
tion of user queries. It is extremely hard for users to express their information needs in 
a specific yet exhaustive way. In an effort to alleviate this problem, two theoretical mod- 
els have been proposed to utilize user characteristics maintained in the form of a user pro- 
file. Although the idea of integrating user profiles into an IR system is intuitively 
appealing, and the models seem viable, no research to date has established a foundation 
for the roles of user profiles in such a system. Aiming at the investigation of the roles 
of user profiles, therefore, this study first identifies and extends various query/profile 
interaction models to provide a ground upon which the investigation can be undertaken. 
From a continuum of models characterized on the basis of interaction types, metrics, and 
parameters, nearly 400 models are chosen to investigate the “model space.” New mea- 
sures are developed based on the notion of user satisfaction/frustration. In addition, 
three different criteria are used to guide users in making judgments on the quality of 
retrieved items. Analysis of the data obtained from the experiments shows that, for a 
wide variety of criteria and metrics, there are always some query/profile interaction mod- 
els that outperform the query alone model. In addition, preferable characteristics for dif- 
ferent criteria are identified in terms of interaction types, parameters, and metrics. 

1. INTRODUCTION 

The problem of retrieving information from natural language databases has been studied 
during the past quarter century. In traditional context, retrospective information retrieval 
(IR) systems are those in which a user initiates the search process by means of a set of ac- 
tive queries and receives a set of references to items of potential interest. 

One difficult problem in such systems is the transformation of the user’s information 
need to the form of an explicit query which accurately matches the original intention, and 
retrieves all items of interest in the database being searched, and only those. Therefore, 
users often have great difficulty in using an IR system successfully regardless of the query 
language implementation (e.g., a vector form, a boolean expression of terms, a combina- 
tion of both [1,2,3], or other retrieval models [4,5,6,7,8]). As a result, user queries are not 
completely satisfactory in expressing the needs in most retrieval situations. It seems nat- 
ural that the output of a system based on such a query is necessarily incomplete and 
unsatisfactory. 

One reason underlying this query formulation problem is the mismatch between terms 
used in a query and those used in documents. Blair and Maron [9] analyzed the poor per- 
formance of a large-scale IR system and contended that it is exceedingly difficult for users 
to predict the exact words, word combinations, and phrases that are used by all (or most) 
relevant documents and only (or primarily) by those documents. This difficulty is usually 
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reflected by the inverse relationship between precision and recall, the two most commonly 
used measures of retrieval effectiveness. To alleviate this difficulty, various schemes have 
emerged. Thesauri have been used to expand the vocabulary and to allow users to modify 
queries. By utilizing many-one and one-many relationships between words and their refer- 
ents, precision and recall can be enhanced, respectively [lo]. In interactive retrieval situa- 
tions, the relevance feedback technique has been used to allow users to reformulate queries 
based on the relevance assessment supplied by themselves for previously retrieved items. 
It has been shown experimentally that this technique can achieve improvements in retrieval 
effectiveness [ 111. 

The difficulty of adequate query formulation also seems related to the subtlety of the 
human information seeking behavior. Widely recognized is the fact that different users usu- 
ally expect different sets of items from the same query and make different relevance judg- 
ments on the same retrieved items. This means that user variability should be considered 
as a factor in information seeking process [ 121 and incorporated into the system design in 
some way. However, since the typical communication achieved between a user and a sys- 
tem is only through a set of queries and a set of retrieved items, this somewhat narrow and 
restricted channel inhibits the system from catering to the individual’s variability in terms 
of information needs. 

It is conceivable that by maintaining characteristics of an individual user in the form 
of a profile, the bandwidth of the communication channel can be widened. Used as a way 
of improving the level of user/system communication effectiveness, the profile informa- 
tion is expected to allow the underlying system to understand users better and to improve 
the quality of a retrieval output. For instance, the profile information allows a different 
interpretation of a query to produce a different result, and helps the initial output to be 
tailored to the user’s particular needs and ranked appropriately, based on the user’s pref- 
erence. While the use of tools such as thesauri and stemming algorithms for a priori pro- 
cessing of a query aims at better query interpretation by depersonalizing the query in a 
sense, profiles are used for the same purpose by personalizing the query [13]. 

The influence of the user profile on the quality of output depends on various factors. 
One important and immediate consideration is how to modulate the interaction between 
a query and a profile, so that reasonable quality of information is maintained. Some models 
of query/profile interaction have been developed and their theoretical foundations have 
been established [ 14,15,16]. Another aspect to be considered is how to maintain user pro- 
files. Assuming that reasonably well-constructed profiles increase the system effectiveness, 
the nature and quality of the information in user profiles should determine the degree of 
improvement. Recognizing that people tend to be poor at self-description, a method of au- 
tomatically and dynamically updating user profiles has been proposed to facilitate an in- 
telligent and personalized IR system [17]. 

Researchers have recognized directly or indirectly the need for user modeling in vari- 
ous information systems. Given that information seeking is part of the problem solving pro- 
cess, it is difficult to study information seeking apart from a particular context or process 
[12]. In particular, IR system outputs need to be produced based not only on the topical- 
ity of documents and queries, but also on informativeness, often affected by such factors 
as novelty, understandability, the order of output presentation, and the suppression of 
redundancy [18], which are dependent on individual users. If an IR system is to be designed 
to take into account individual variability in backgrounds, interests, preferences, or other 
significant characteristics, it becomes obvious to develop a form of user models for indi- 
viduals. Nonetheless, the possibilities for user representations have been explored only to 
a limited extent in experimental IR systems [ 191, and uncertainty about how to incorporate 
knowledge about users into system design is a major stumbling block in designing effec- 
tive IR systems [20]. Indirect uses of the concept of user modeling in IR are found in [21] 
and in [22,23]. 

This study aims at demonstrating the superiority of IR systems with profiles, a lim- 
ited form of user models, to those without profiles, and investigating the query/profile 
“model space” in order to develop a theory. In this paper, we first present the “model 
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space” constructed by identifying and extending the existing query/profile interaction mod- 
els and then report the results of a series of experiments conducted to meet the objectives. 

2. THE MODEL SPACE 

Since this research aims at investigating the roles of user profiles in a general sense, 
various interaction models have been reviewed and extended to serve as a ground on which 
the investigation can be undertaken. Given that a profile contains information about a 
user’s (or a group of users’) interest, it may be used in three distinct ways, depending on 
when and how it is applied to the retrieval process. First, the interest profile can play a role 
in preprocessing a query to produce a modified query to be used in the subsequent retrieval 
process. Second, the profile and the query can be considered as the same kind of entity 
directing the retrieval process. The third possibility is to treat the profile as a filter to post- 
process outputs retrieved based on the query alone. Although each method possesses its 
own potential merit, the first two have been the focus of this research; they lend themselves 
to the theoretical framework developed to date. 

Even with two methods of using interest profiles, there is a continuum of models from 
which 396 different models have been identified and selected to investigate the “model 
space. ” For ease of manipulation and theory development, they are organized along three 
different dimensions: 

1. modes of query/profile interaction, 
2. parameters embedded in the interaction modes, and 
3. metrics used to discriminate among documents. 

2.1. Representation 
The basic representations scheme adopted and used in this research is a vector model. 

This not only makes it possible to handle various information retrieval objects easily, but 
also opens the possibility of using well-established mathematical properties of a general vec- 
tor space. In this representation, documents, queries, and profiles can be regarded as points 
in an n-dimensional space where n is determined by the number of terms or descriptors in 
a retrieval system. Given any two points in the vector space, the distance between them can 
be computed and used in a number of different ways. For example, Euclidean distance can 
be computed between a query point and a document point so that a spherical shell around 
the query point can determine whether the document should be retrieved (Fig. 1). 

Fig. 1. Conceptualization of document space. 
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2.2. Modifying the query 
Given that a user query is more or less inaccurate and incomplete, it seems desirable 

to adjust the component values of the query vector based on profile vector, thereby mov- 
ing the query point in space. This means that the two original entities (query and profile) 
are no longer considered, and only the modified query affects the retrieval process. While 
this modification of the query can be achieved in a number of ways, two modification 
methods using linear models are studied for their simplicity and intuitive appeal. 

In the first method, it is assumed that the effect of using a profile is uniform across 
all components. Hence, the modified vector Q’ can be defined in a simple linear equation 
as follows: 

Q’ = tQ + (1 - t)P 

for some value t, 0 I t I 1. Obviously the value of t determines the relative importance of 
the profile information in the interaction. 

The second method is based on the observation that zero-valued elements of P should 
not reduce the value of the corresponding elements of Q because they do not necessarily 
mean disinterest in the concept represented by the term; they may simply indicate lack of 
information in the profile. Instead of reducing the value of zero-valued terms in Q by the 
factor of t in the first method, this method only considers non-zero P terms. With two pa- 
rameters, (Y and 0, and p. and q. denoting the value of the i-th element in P and Q, respec- 
tively, the value of the i!th element in Q’, q!, is defined as follows: 

4i + (1 - I4iI)Pi if qiPi> O 

4i + OlPi if 4iPi < O 

UPi ifq,=Oandp,>/3 

4i otherwise. 

It is clear in this method that no change is made to the zero value of an element in Q 
unless the value of the corresponding element in P is sufficiently large. Because this method 
allows different effects for different components, the term “piecewise model” is used in the 
sequel to refer to a model using this method. 

2.3. Models with two focal points 
An alternative way of using the profile lies in the conceptualization of the profile and 

query points as two separate entities that exist throughout the retrieval process and inter- 
act to form a more complex and flexible shell in the vector space. In other words, the 
“goodness” of a document is determined as a function of the two distances from P and Q 
to the document. Two methods of using these points as foci in shaping the shell have been 
developed [13,14,16]. 

As a natural extension to retrieval based on a spherical shell, the first method uses an 
ellipsoidal shell with P and Q as two focal points. The retrieval decision for documents is 
therefore made by considering the sum of two distances from P and Q to those document 
points: 

where )I 1) denotes the distance between any two points in the space, measured by any met- 
ric. While the shell defined by an ellipsoid around the two reference points seems reason- 
able with two points close together, a problem surfaces as they get farther apart. For 
instance, if a query happens to be far different from the current interest reflected by the 
profile, a substantial number of documents retrieved will be close to neither the query nor 
the profile (Fig. 2). 
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Fig. 2. An ellipsoidal shell. 

The second method developed by Liu [16] remedies this 
Cassini ovals, providing an entirely different family of shells. 
decision is based on the following multiplicative inequality: 

problem through the use of 
More precisely, the retrieval 

where k is a threshold that determines the size and shape of a shell within which documents 
to be retrieved are found. As shown in Fig. 3, the shape of an Cassini oval is similar to that 
of an ellipse when the threshold is large (or, with a constant threshold, when two points 
P and Q are reasonably close to each other). As the threshold gets smaller, however, two 
longer sides gradually become caved in, resulting in a peanut shape and eventually form- 
ing two separate shells around two points. This property of Cassini ovals has direct bear- 
ing on information retrieval situations because the progressive change of the shapes seems 
to reflect the possible variations in the closeness of profile and query. Specifically, for ex- 
ample, when a query is not closely related to the profile, two separate clusters of documents 
are retrieved, one based on each of the query and the profile, to exclude those documents 
irrelevant to both of them. 

2.4. Q’ as a reference point 
Assuming that the user’s current information need is better reflected in a modified 

query Q’ than in the initial query Q, it seems natural to investigate aforementioned mod- 
els with Q’ as one of the focal points. Since Q’ must be located somewhere in the “mid- 
dle” between Q and P in the space, the substitution of Q’ in the distance computation for 
P or Q can generate two overlapping shells, each of which is smaller than that based on 

Fig. 3. Cassini oval shells. 
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p and Q (Fig. 4). With this kind of substitution, four different groups of models are iden- 
tified with the following retrieval criteria: 

ellipse on Q’ and P: II~vQ’lI + IlDtPll 

Cassini oval on Q’ and P: II~,Q’II * IID~PII 

ellipse on Q’ and Q: II 0, Q’ II + II 0, Q II 

Cassini oval on Q’ and Q: II~,Q’II * II~,Qll. 

These groups of models are particularly interesting in that the distance between two 
focal points is always shortened and the shell is moved toward either P or Q. These seem 
most appealing when P and Q are initially far apart. Instead of retrieving documents en- 
compassed by a large ellipse or by two separate shells, these models can retrieve documents 
encompassed by a single shell of a smaller size, which is formed around either P or Q and 
shifted toward Q or P depending on the different emphases (Fig. 4). 

Since three distinct reference points are available in the space now, it is also possible 
to consider models retrieving documents based on all three at once, not two at a time. Al- 
though it is worthwhile to investigate this possibility, the current research does not include 
such models in the model space. The three-point models would become more attractive if 
nonlinear models were used for the purpose of generating Q’. 

2.5. The metrics 
The second facet of defining the model space lies in the use of various metrics to com- 

pute the distance between a document and any of the three reference points in the n-dimen- 
sional document space. For this research four different metrics were used. It is assumed that 
similarity between a document and a query (or profile) is inversely related to the distance 
between them. The cosine similarity measure has been widely used for its simplicity and ef- 
fectiveness [I]. Hence the inverse of the cosine similarity measure is one of the metrics used. 
Its effect on retrieval is compared with the effects of three metrics from the Lp family. For 
the distance between a document D = (d,, d2, . . . , d,,) and a query Q = (ql, q2,. . . , q,,), 
the class of L, metrics is defined as: 

Among the infinite number of possible p values, L1, Lz, and L, are chosen because of 
their extremity and interpretation. In addition, the selection is justified by recent experi- 
mental results 
trieval system 

on the application of these metrics to the extended Boolean information re- 
[1,21. 

I P - Q shell 

9' - Q shel' 

Fig. 4. Q’ as a reference point. 
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The L,, Lz, and L, metrics are defined by: 

IlD9Qlll = Ci=ltonldi - 4il 

respectively. On the other hand, the distance measured by “inverse cosine” is computed by: 

invCos(D, Q) = 1 - 
,$ di*qi 

All the interaction modes discussed in the previous section can now employ four different 
metrics introduced in this section. To put it differently, the model space investigated can 
be partitioned into four groups according to the metric used by each model. Early experi- 
ments showed that models using the LI metric did not produce improved retrieval results. 
Hence that metric was dropped, and we will consider it no further. 

2.6. Weighting and parameters 
In considering the interaction between the query and the user profile, we may wish to 

give one or the other more significance. We can modify the ellipsoidal and Cassini oval 
models to modulate the relative importance among Q, P, and Q’ by using weighting fac- 
tors in the distance computations. 

In the case of ellipsoidal models, six pamneters (6 
duced for each metric used: 

alllD,Qll + hllD3PIl 

a2llD,Q’ll + ~zIID~PII 

ellD,Q’ll + ~~Il~~Qll. 

&, a2, b2, a3, and b3) are mtro- 

While multiplicative parameters seem reasonable for elliptical models, their roles are 
not distinctly identifiable in Cassini oval models because they can be factored out together; 
instead, exponential parameters are used as follows: 

II~,QlI” * IIM’lld’ 

11~,Q'11" * Il~,Plld2 

II~vQ’II” * IP,Qlld3- 

As shown already in an earlier section, several parameters come into play when a mod- 
ified query Q’ is generated: t in the simple linear case and (Y and @ in the piecewise case. 
Obviously, the value of t or (Y can vary depending on the relative importance of Q or P, 
whereas /3 limits the unconditional inclusion of a profile term in the new query when the 
corresponding term is absent in the original query. 

In sum, there are 15 different types of parameters included in various interaction 
modes. Under the assumption that there is a certain smoothness and monotonicity in the 
effects of parameter changes [24], only some extreme values are considered, generating a 
feasible number of models to be investigated. The 396 models investigated enumerated in 
Table 1 (99 models in each of four metrics) are shown explicitly in two groups: one-point 
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Table 1. Enumeration of models in each metric, m 

One Point ModA 

&‘&P 

Q’&Q 

Two Point Mod& 

* This indicates u > .S and fl > +s. 

m==O: L,; msr;sl: L,; 512: L,; m==3: invrrst Cosine 

models and two-point modek. It should be noted that the parameter W, determines the 
weight of the first term in any of the two-point models. For instance, m 16 represents a 
model in any of the four metrics in the following form: 

O.l(lD,Q’II + 0.91lD,Pll 

where t = 0.9 shows that Q’ is the same as in m03, that is, q; = 0.9 4; -i- 0.1 pi, i = 
1 ,-..f n. Similarly, M 19 represents a model in any of the four metrics in the form: 

O.l\lD,Q’II -I- 0.9))D,PII 

where Q’ is as in m04; that is, q/ = 0.1 qi + 0.9pi, i = 1,. . . ,n. 



Integration of user profiies 727 

3. EXPERIMENTS 

With the theoretical and preparatory work described, a series of experiments was con- 
ducted in a laboratory situation, but with many operational components. Ideally, the de- 
cision whether an experiment is conducted in operational or laboratory environment should 
be made in such a way that all and only meaningful variables are manipulated by the ex- 
periment. A laboratory test is more desirable when it is necessary to control factors that 
are not immediate concerns of the experiment but are expected to have some influences on 
the results, whereas an operational test would be more appropriate if, for example, human 
cognitive activity is a substantial component of the testing purpose [25]. Since this research 
has a strong connection with individual users’ under&rig needs, the laboratory setting was 
designed to provide a “semi-operational” experimental enviro~ent in which users are in- 
duced to use real queries and profiles and generate subjective judgments. 

An experimental retrieval system called PBS (profile-based system) has been developed 
for this research. In addition to common features such as accepting a query, searching a 
database, and retrieving document surrogates, it provides capabilities to handle profiles and 
evaluate different models based on a query and a profile. The database consists of 3703 ab- 
stracts of Co~~~~~c~~~o~~ of the ACM from 1958 to 1985. Some standard methods have 
been employed to analyze and prepare the database for the retrieval purpose. For exam- 
ple, a stemming algorithm was used for both database processing and query processing, and 
the methods of computing discrimination values and term frequency information [l] were 
adopted to compute weights on term-document pairs. Details of the structure and compo- 
nents of the PBS as well as methods used for the database process are found in 1261. 

Considering the large number of models being tested, the goai of the experimental de- 
sign was to maximize the efficiency of available human resources and minimize the error 
variances, especially those which might be incurred from uncontrolled individual differ- 
ences. To this end, every query was processed by all models against the document database 
so that systematic differences among queries, and hence among users, co&d hardly mask 
the actual differences among models. The experimental design had to overcome two dif- 
ficulties. It is well known that sequencing of the output affects a user’s judgment. That is, 
if document Dz is seen after document Di then the user’s judgment of D2 is affected by the 
judgment already made on Di . A similar sequencing effect pertains across models: judg- 
ment of the output of a given model is affected by the judgement of prior models. To min- 
imize sequencing effects two strategies were used: the output from a11 models was merged 
into a single set, and the documents were presented to the user in a randomized order rather 
than in an order related to their presumed relevance. 

It was expected that there would be a large, but not total, overlap in the document sets 
retrieved by the different models. To keep the final document set of reasonable size, only 
the top twenty-five documents from those retrieved by each model were selected for merger 
into the fina set, Thus the sequence of operations was: 

1. For each model, retrieve the document set and select the top twenty-five. 
2. Merge the selected documents into the final set. 
3. Randomize the order of documents within the final set for presentation to the user. 

This sequence is shown in Fig. 5. Each experimental subject was asked to review at 
least 60 documents from the final set. This number was determined on the basis of pilot 
experiments that indicated excessive user fatigue beyond 60 documents. 

Subjects (users) were drawn from the Department of Information Science (DIS) and 
the Department of Computer Science (DCS) at University of Pittsburgh. Since subjects 
should be mature enough to specify the technical interests in a profile and to interpret in- 
formation contained in the highly technical database, only graduate students or those with 
senior standing were allowed to participate in the experiments. The actual group of volun- 
teered subjects was composed of nine graduate students in DIS and two seniors in DCS, 
whose contributions varied depending on their availability. The number of queries submit- 
ted by each subject ranged from two to four, constituting the total of 30 queries. 
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top 25 I I top 25 
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5'1 S’z 5’396 

Union & 
Randomization 

Fig. 5. Schematic diagram for the experimental design. 

After an introductory session [26], the first non-trivial task for a subject was to con- 
struct a profile as a list of weighted terms that represent his or her real-life interests within 
the discipline of information and computer science and engineering. The following is an 
example of a profile constructed by a subject whose main interest lies in AI in general and 
human/computer communication interface in particular: 

((artificial 7) (intelligence 7) (communication 10) (interface 7) 
(human 3) (factors 3) (network -2)). 

The last term ‘network’ with a weight of -2 was used to explicate her disinterest in the area 
of networking, which otherwise might be implied by the inclusion of the term communi- 
cation. Unspecified weights defaulted to a value of 1. 

Subjects were then asked to formulate a query to be searched against the database in 
the PBS. There was a time interval of at last one day between profile construction and 
query formulation, which supposedly reduced any unnecessary dependence of a query on 
the content of a profile. Although they were encouraged to bring their own current infor- 
mation needs for queries to be submitted to the PBS, a pool of real questions drawn from 
comprehensive examinations given by the DIS at University of Pittsburgh was available as 
a guide to help them in conceptualizing and defining an information need and thus a query, 
not as a depository from which they should select an information need. 

When the subjects were given a randomized list of documents, they went through doc- 
uments in that order and determined the quality of each document based on three criteria- 
relevance, pertinence, and usefulness. These fine-grained criteria were used to forcefully 
avoid confusion as to how the general term ‘relevancy’ can be interpreted, as well as to ob- 
serve what aspects of ‘relevancy’ are affected by the use of profiles. Relevance was to be 
judged objectively based on how closely a document was related to a ‘stated query’, regard- 
less of the user’s expectation or intention. Pertinence, in contrast, was to be judged on how 
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much a document satisfied the current information need or desire that was supposed to be 
reflected in the query. Obviously this is a more subjective measure in which pragmatics of 
documents and queries play an important role. If the user’s intention is not well embed- 
ded in a query, for example, a retrieved document could be relevant but not pertinent. Use- 
fulness, finally, was related to the user’s short-term and/or long-term interests, regardless 
of the current need embedded in the query. Thus a pertinent document is expected to be 
more or less useful, whereas a useful document may not be pertinent at all. 

4. ANALYSIS 

In view of some limitations in existing measures, including the recall/precision pair and 
the utility measure, a new measure has been developed for this research. Based on an in- 
tuitive interpretation of effectiveness as the combination of users’ satisfaction and frustra- 
tion, the new measure, called SFT, satisfies the following properties desired by the current 
experiments: 

1. A single number is produced to make it possible to compare the various models. 
2. The number is sensitive to scaled judgments by the user as well as to binary (accept- 

reject) judgments. 
3. The number is sensitive to document ranking differences produced by different 

models. 

The SFT measure, T, of a model M is defined by: 

T(M) = 6S(M) - (1 - 6)F(M), 

where S and Fare satisfaction and frustration measures, respectively, and 6, 0 4 6 5 1, sets 
the balance between satisfaction and frustration in determining T. The measures S and F 
are both bounded by 0 and 1, and are computed from the value that the user assigns to each 
document and the ranking of the documents in the model M. The distinction between S and 
F is that S uses only those documents that the user rates positively (accepts) and F uses only 
the negatively related (rejected documents). The parameter 6 can be adjusted to give more 
or less credence to the ranking of accepted documents in comparison to the ranking of re- 
jected ones. In practice, 6 might be determined by the purpose of evaluation or individual 
differences in the perception of effectiveness criteria. In our experiments, 6 = 0.5 was used 
across all subjects, with no emphasis on either the satisfaction or frustration aspect of 
effectiveness. 

The method of computing S and F values is similar to that of normalized recall [27], 
used for the SMART system. In the case of satisfaction, the S value for a given retrieval 
session is determined by the cumulative sum of individual degrees of satisfaction obtained 
every time a “good” document is found. At the end of the judgment process, the S value 
for the session is computed as the area difference between two staircase functions repre- 
senting an ideal case (i.e., user-generated rankings) and an actual case (i.e., system- 
generated rankings). Unlike the normalized recall case where increments are made 
uniformly, the amount of increase of satisfaction is equal to the relative weight of the 
“good” document in proportion to the sum of the weights of all “good” documents con- 
sidered in the evaluation process, which does not necessarily require that all documents in 
the collection be reviewed. The F value is computed analogously except that an “ideal” case 
has a counter-intuitive meaning; it represents the worst retrieval situation, where all the 
“bad” documents are retrieved before any “good” documents. It should be noted that the 
precise interpretation of “goodness” or “badness” depends on the evaluation criterion such 
as relevance, pertinence, or usefulness. The formulas and other details are found in [261. 

The investigation of the overall model space began by first formulating a null hypoth- 
esis and an alternative hypothesis: 
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The integration of user profiles into a conventional IR system has no impact in the 
effectiveness of such a system. 

Hl: 
The integration of user profiles into a cunventional IR system enhances the effective- 
ness of such a system. 

This general hypothesis was broken down into many refined ones because the effec- 
tiveness was evaluated by three different criteria (relevance, pertinence, and usefulness) and 
measured in terms of S, F, and T measures and three different metrics, L,2, L,, and in- 
verse cosine that survived the initial screening process 1261. 

Because it was of primary interest to compare the performance of any two models, es- 
pecially the performance of all models against that of the query alone model (M,), two 
statistical tests were used to ensure significance of differences observed: the paired T test 
and the Wilcoxon signed-rank test. While the paired T test, a variation of the well-known 
T test used commonly in information retrieval experiments [ 11, was chosen on the ground 
that the samples (queries) are not considered as independent, the Wilcoxon signed-rank test 
was employed to reinforce the result by the paired T test, which assumes normal 
populations. 

5. RESULTS 

Results were summarized separately based on pertinence, relevance, and usefulness, 
and discussed with respect to S, F, and T values in each metric. Numbers in the tables rep- 
resent an S, F, or T value: the greater an S value, the more satisfaction and the less dif- 
ference between the user’s ranking and a particular model’s ranking of “good” documents; 
the greater an Fvalue, the more frustration and the less difference between a model’s rank- 
ing and the worst possible ranking of “bad” documents. As described earlier, a T value 
merely represents a linear combination of an S and an F value of a particular model, per- 
mitting easy comparison among many models. The only values shown in each table are the 
M4 value and those model values that are significantly better than it. This paper describes 
only the most salient results; all details are found in [26]. 

5.1. Results on pertinence 
Because clear differences were observed with the use of different metrics for the same 

set of interaction models and parameters, the performance differences among different 
models within each metric group were first analyzed. In LZ, the results suggest that perti- 
nence is most enhanced when the balance between Q and P is maintained properly, not 
when a heavy emphasis is placed on either of them. However, only five models in S, zero 
in F, and two in Tare better than 1!4~ (see Table 2 for T). 

The behavior of the models in the L, metric group shows a substantial improvement 
compared to that of M4. There are two distinctive patterns observed in Table 3. First, 
models in the Q & Q’ category look more attractive than any others in increasing overall 
pertinence because most models in the category are outstanding, whereas no models in other 
categories appear to be better than Mq. The other pattern is related to a comparison be- 
tween SL and PW models. Excluding those carrying insufficient query information in SL 
models, general superiority of SL models to PW models is observed. This is especially true 
for those using equal query and profile weights in constructing Q’, which outperformed 
other models, confirming the observation made in the case of Lz. 

Although the performance of models in the inverse cosine group was expected to be 
similar to that of Lz because of the similarity in distance computation, there are at least 
two major differences (see Table 4). First, 10 models in this metric group show some im- 
provements in reducing user frustration, whereas no model in the L2 and L, cases per- 
forms better than Mq in this respect. Second, although a balanced mix of profile and 
query information seemed to be a requirement for models to be outstanding in the L2 and 
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Table 2. Statistically better models: pertinence, total, L,(m = I ) 

One PO&t Mod& 

731 

Two Point Models 

&P 

I I ISLl 
t=. 1 * . . . a * 

I I 

l Tht iadicrtcr a > .5 and CL > .5. 

L, cases, among the models determined to be superior to M4 in this metric group, those 
seem to perform better where heavier weights are placed on query components by setting 
a large value for the parameter t or by emphasizing Q in forming an n-dimensional shell. 

Several remarks on general trends across different metrics are in order. First, the ex- 
perimental evidence shows that integration of the user profile is effective in increasing user 
satisfaction but not in decreasing user frustration, except for some models in the inverse 
cosine metric group. Because the increases in S values are more significant than the in- 
creases in Fvalues, substantial increases in Tvalues are observed. Second, two point modeIs 
with Q’ and Q as two focal points seem more attractive and worthy of further investiga- 
tion than any other models. Third, differences among PL models seem quite insensitive to 
the value of the parameter LY. This seems to indicate that a judicious introduction or dele- 
tion of terms is far more critical to effectiveness than the change of a term weight. 

5.2. Results on relevance 
As defined previously, relevance is an objective criterion to measure how cIosely a 

retrieved document is related to a stated query that does not necessarily represent user’s in- 
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Table 3. Statistically better models: pertinence, total, t,(m = 2) 

One Point Mod& 

r I I I 

_ .0931 ,207s * - x571 .1571 .i525 .1525 

Two Point Mod& 

, 

Q&P 

Q’&Q 

tention. Therefore, the primary purpose of using this criterion is not to select better models, 
but to differentiate between objective and subjective judgments that could be intermixed 
without it. This separation of relevance from pertinence is essential to the identification of 
models or their characteristics that will best satisfy a particular user’s information needs, 
not those of a hypothetical user. 

As one can expect, the experimental evidence shows little or no improvement in terms 
of relevance: in L2 metric no models appear better than M4 in terms of any measure; al- 
though several models in inverse cosine metric perform better than A&, the differences in 
actual values are almost negligible (see Table 5). 

In L, metric, however, many models appear to be better than M4 by significant dif- 
ferences. This anomalous result seems attributable to the idiosyncrasy of L, metric and 
the inadequacy of using the SFT measure in association with this metric [26]. 

5.3. Results on usefulness 
Another aspect of the models is examined by means of user assessments on the gen- 

eral usefulness of retrieved documents. As summarized in Tables 6 and 7, two prominent 
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Table 4. Statistically better models: pertinence, total, inverse cosine (m = 3) 

One Point Models 

733 

i I I I I I I I 

Two Point Mod& 

Q' & P 

B’&Q 

l This iadicrtcs a > S and j3 > .5. 
$ Only for Wilcoxen signed-raak tat. 
9 Onlr for paired T test. 

trends are observed across different metric groups (L, is excluded because of its anomaly, 
as indicated earlier.) First, almost all profile-based models appear to be better at retriev- 
ing useful documents than M4, regardless of measures and metrics. This experimental evi- 
dence that a profile alone retrieves more useful documents than a query alone, which is 
supposed to represent more direct and short-term information needs, seems counter- 
intuitive; but it supports the premise that it is difficult to formulate a query that will re- 
ject useless but relevant documents. Thus, if an IR system is designed to meet a user’s 
general interests as well as temporary needs, a query alone does not seem sufficient to sat- 
isfy both demands. 

Second, although a profile alone can achieve relatively high performance in usefulness, 
it does not necessarily follow that the existence of query information always reduces satis- 
faction (or increases frustration). Instead, it seems essential for models to include and be 
guided by some query information in their retrieval process. As shown in the tables, the 
models in the Q’ & P category in the Lz and the inverse cosine metric groups always per- 

IPM 26L6-D 
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Table 5. Statistically better models: relevance, satisfaction, inverse cosine (m = 3) 

One Point Models 

Two Point .ModeL 

Ellipsoidal Casini Oval 

w , w . W. w, w . W. 
=.l =. 9 =. 5 =.l =. 9 =. 5 

Q' & P 

Q’&Q 

>< k (PW) <> 

&’ >> 

t 

>< 

(PW) <> 

<c 

_ II - I- I 
I i 

.44x* - 

.4504’ - .4453; - 

* 

_ )I .4483’ 1 - 1 
.4521’ 1 

* Tht indicates a > .S and p > .5. 

$ Only for Wiicoxcn signed-rak test. 
1 Only for paired T test. 

form better than the profile-alone model when W, is 0.5. In other words, unless the mod- 
ified query is very close to the profile, documents retrieved by a well-balanced retrieval shell 
are more useful than those retrieved by a profile or a query alone, or by a shell distorted 
by emphasis on the query or profile. 

5.4. Ellipsoidal vs. Cassini oval 
Intuitively, Cassini oval models should perform better than ellipsoidal models when 

P and Q are located far apart in a document space, whereas little difference would be ob- 
served when they are close to each other. To test the hypothesis that the performance of 
Cassini oval models would be better than that of ellipsoidal models on average, all two- 
point models were grouped in pairs and compared as illustrated for a selected group of 
models in Table 8. 

For each measure within each metric group, the pairs that showed a significant differ- 
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Table 6. StatisticalIy better modeis: usefulness, total, &(nr = 1) 
- 

One Point Modele 

Two Point Modele 

a I - II - . _ 
1 2252 1 .2300 1) - ] .224? 1 .2236 

.1495 1 .2335 11 - .I565 1 .?392 

A991 .0322 - .1998 

.1215 .0270 ,203s .1385 

.0653 .0140 .1099 .0816 

>< .0175 .1677 .0856 .0154 .1636 .0819 

(PW) <> ‘0142 .0723’ .048%’ .0133 .07o!F? .0465’ 

<< It .0156 1 S292 ] .0623 11 .0149 [ .I253 1 .0588 

l This indicrta Q > .S and p > .I. 
$ OnI7 for Wilcoxen signed-rank tcet. 
J 0017 lot paired T tert. 

ence in paired T tests were chosen and listed in a table. Because the superiority directions 
shown in the fifth column were not always consistent within tables, sign-tests were run to 
make sure any unidirectional superiority was statistically significant. The test results are 
summarized in Table 9 for all metrics, measures, and criteria. 

Superiority of Cassini oval models or eilipsoidal mod@s, ensured by 0.05 significance 
level, is indicated by a ‘$+” symbol or a “-” symbol, respectively. When a difference is not 
statistically significant, an I‘=” symbol is shown in the corresponding cell. For instance, the 
table shows that Cassini oval models in the L2 metric group are generally better than ellip- 
soidal models in the same group when compared in terms of pertinence measured by S val- 
ues. Although it is difficult to draw a hard conclusion as to the originat hypothesis, two 
local generalizations can be made based on the regularity: Cassini oval models are prefer- 
able when Lz metric is used, whereas ellipsoidal models are more attractive when the in- 
verse cosine metric is used. 
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Table 7. Statistically better models: usefulness, total, inverse cosine (m = 3) 

One Point Models 

I I I 1 I I t t t 1 

Two Point Mod&i 

-. - 

cw t==. 1 -.0591 - A240 w.0828 - .0997 

t=. 5 -.0838 .1554 .0294 ..0658 .1513 .0261 

&‘&Q 8’ >> -.0742 -.0105 -.0811’ -.0741 -.0088 -.0529’ 

>< ..0703 .0282 -.0242 -*0697 .0299 .0183 

(PW) -<> .0142 1 -.0389 -.0&M -.0776 1 -.0372 -.08333 , 
< < 1 -.0721 1 .0108 1 -.0449 11 .0149 1 .0130 1 -.0418 

l This indicsta a > .5 and $ > .5. 
8 OnIr for paired T test. 

6. CONCLUSION 

There is little doubt about the importance and potential advantages of integrating user 
information into underlying systems. Especially in information retrieval, the difficulty of 
interpreting user queries, which are often incomplete and inaccurate, necessitates the ad- 
aptation of a system to their characteristics. This research aims at investigating the idea of 
integrating user interests in the form of user profile, and establishing a foundation that wili 
justify further development in this direction. 

The analysis of the experimental results has demonstrated the superiority of profile- 
based models over a wide range of criteria and metrics used for evaluation; there were al- 
ways some models that outperformed the query alone model. Although overall effectiveness 
was improved for those better models, a dual phenomenon similar to the recall/precision 
relationship, which often characterizes information retrieval, also occurred; user satisfac- 
tion evaluated in terms of pertinence appeared to be increased by integrating a profile, but 
user frustration was also increased. However, the integration of user profile improved use- 
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Table 8. Comparison between ellipsoidal and Cassini oval models: pertinence, total, J+ 

Model Number Mean 

I Superiority 
Significance 

Ellipsoidal f Cassini Oval Eilipsoidai Cassini Ova1 Level 

11% 139 .0793 .1410 < c .oi 
123 144 .oi41 .0247 < < .05 
124 145 -.0714 -*OS59 < <.lO 
126 147 .I407 .1x9 < < .05 

132 153 .1404 $1513 < < .05 
133 154 .0263 .1587 < < .05 

159 180 .140% .I410 < <*IO 

161 182 .1425 .I375 > <.lO 

169 190 .1397 .I366 > <JO 

fulness in both satisfaction and frustration. It was particularly noteworthy that for useful- 
ness almost all profile-based models outperformed the query alone model. Relevance was 
used as a device that isolated the subjective assessments related to the user’s intention from 
the objective ones. In spite of the theoretical and intuitive appeal of Cassini oval over el- 
lipsoidal models, it was difficult to prove the superiority of the former in general. Instead, 
Cassini oval models appeared to be attractive in the L2 metric group, whereas ellipsoidal 
models seemed better in the inverse cosine metric group. 

Although the results support the main hypothesis and make it possible to select prom- 
ising models for more detailed study, the strong regularity in connection with different pa- 
rameters and different types of interactions also suggests further investigation of some 
aspects of the model space. There are numerous possible extensions and improvements to 
be made in the future. They can be categorized into three groups: methodologica1 improve- 
ments, extensions in query/profile interactions, and exploration of using profiling tools. 

In retrospect, the limitation of resources precluded possibilities of strengthening the 
validity of the experimental results; more human resources could have extended the cut- 
off point imposed on the number of documents reviewed by subjects. In addition, by using 
multiple, heterogeneous databases and subjects with diverse background, the query inter- 
pretation problem is more likely to surface, and it will be possible to investigate the roles 
of user profiles in more realistic and interesting situations. 

While there is room for improvement in terms of more realistic query/profile inter- 
action models, it seems necessary to connect different user groups with different features 
of models. This will make it possible to map different interaction models to different groups 

Table 9. Overall comparison between ellipsoidal and Cassini oval models 

L* 
Inverse 

Cosine 

P R u P R L‘ P R t’ 

s r.= =i = T T(- - - 

F - +/= _ _ _i= _ _ 

T - = = + 
i 

significance level = 0.05 

+: Cruini Oval mod& preferred 

-: ellipsoidal models preferred 

=: no significant difference 
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of users and to develop a system that will adapt its query processing to user characteris- 
tics. On the other hand, it would also be interesting to see relationships between models and 
the proximity of a query and a profile in the document space. 

The third area of research is concerned with enhancing the quality of user profiles by 
means of profiling tools. Two approaches have been explored and are to be developed fur- 
ther. One is to update user profiles automatically based on the interaction with users. In 
this way, more accurate and up-to-date user information is expected to be maintained [ 171. 
Another approach is based on the finding in psychology that people are better at recogni- 
tion than at recall performance [28]. With relationships among terms available in a given 
database, the task of formulating a profile is expected to become less difficult and more 
effective in that the task becomes a recognition process rather than a recall [29]. 
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